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ABSTRACT 
Resource management and allocation in IoT networks play a crucial role in ensuring efficient data transmission, 

computational load balancing, and energy optimization. This study explores deep learning-based methodologies for 

enhancing resource allocation in dynamic IoT environments. A hybrid approach integrating Principal Component 

Analysis (PCA) for feature extraction and K-Means Clustering for resource categorization is proposed to optimize 

resource distribution. Additionally, Deep Reinforcement Learning (DRL) is employed to develop an adaptive model 

capable of dynamically allocating resources based on network demands. The Round Robin scheduling algorithm is 

incorporated to ensure fair resource allocation, reducing latency and enhancing system throughput. Performance 

evaluations demonstrate that the DRL-based model achieves 98.7% accuracy, with precision and recall exceeding 

98%, significantly improving decision-making capabilities. Furthermore, K-Means Clustering effectively partitions 

IoT devices, enabling efficient resource distribution. Comparative analysis with traditional methods reveals a 29.2% 

reduction in response time, a 39% increase in throughput, and a 16.2% improvement in resource utilization. These 

findings underscore the effectiveness of deep learning-driven resource management strategies, making them suitable 

for real-time IoT applications requiring adaptive and intelligent allocation mechanisms. The proposed approach 

enhances IoT network efficiency by optimizing computational resources, reducing energy consumption, and 

improving overall performance, ensuring seamless operation in large-scale deployments. 

 

Keywords: Resource management and allocation, Internet of Things, Deep Learning, Principal Component Analysis 

(PCA), Deep Reinforcement Learning (DRL), K-Means Clustering. 

 

I. INTRODUCTION 
The Internet of Things (IoT) possesses resulted in a novel era of intelligent applications, including smart cities, 

smart industries, and smart agriculture, by utilizing numerous IoT devices such as detectors, controls, and 

intermediaries to gather and analyze substantial volumes of data produced by IoT networks [1]. In recent times, the 

advancement of IoT software, the evaluation of efficient wireless services for IoT devices, and the challenge of 

"Resource Management (RM)" have become crucial. The comprehensive achievement of resource management 

entails the successful and flexible utilization of resources, including time, connectivity, and periodicity [2]. 

Consequently, enhanced throughput, elevated data rates, reduced interference, and improved coverage are crucial 

factors for RM in IoT-based wireless networks.  Recent advancements in hardware and software have facilitated the 

proliferation of IoT networks comprising numerous linked devices, hence escalating the demands for handling, 

storing, and communication.   In smart agricultural, numerous sensors are utilized to assess environmental 

conditions and welfare of animals, including temperature, humidity, light intensity, noise levels, and gas 

concentrations.  The data generated by sensors is typically gathered by the access point and subsequently transmitted 

to the cloud server for additional analysis [4].  

 

Resource allocation and management have been a major concern with the advent of Deep Learning (DL) modeling 

as the preferred tool that facilitates intelligent decision-making and adaptive optimization [5]. IoT environments are 

typically complex, scalable, and dynamic that conventional resource management practices find it difficult to 

handle. “Convolutional Neural Networks (CNNs)” and “Deep Reinforcement Learning (DRL)” are DL procedures 

that can process myriad real-time data, forecast network conditions, and diplomatically manage resource allocation 

to build the network as effective as possible [6]. The employment of DL will make IoT networks perform enhanced 

bandwidth allocation, energy efficiency, and load balancing, due to which there will be decreased latency, enhanced 

network performance, and increased system reliability [7]. 
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Figure 1: Resource management in IoT 

 

This research is cantered on effective resource allocation and management in IoT networks because it seeks to 

enhance the highest functionality, minimize the lateness, and optimize the utilization of energy. The overall 

objective is to come up with a DRL-based framework that allocates resources constantly and adaptively while 

adapting models simultaneously. Apart from this, this paper develops an original DRL model that offers innovative 

resource decision-making abilities to the intelligent IoT resource management, yet they are neither utilized to ensure 

the optimal expansion of the system, nor do they consume more energy and also they are dynamic in the uncertain 

environment in the network. 

 

II. REVIEW OF LITERATURE  
The different types of resource management and allocation strategies in IoT networks that use deep learning and 

optimization techniques were studied by several researchers. The Jayaprakash et al. (2021) [8]  developed an 

intelligent resource allocation scheme for the uplink non-orthogonal multiple access (NOMA)-IoT communications 

by integrating DRL and SARSA-learning. The authors show a reduced complexity and an improved throughput of 

the system. Zhang (2021) [9] introduced a novel architecture that allowed the deep neural network (DNN) models to 

be placed in the right positions to improve the allocation of resources, resulting in an increment of the inference 

accuracy by 31.4%. Shuaib et al. (2023) [10] proposed the Dynamic Energy-Efficient Load Balancing (DEELB) 

method, which led to the bandwidth consumption being reduced and therefore it was more efficient in IoT 

environments. 

 

Based on previous studies, the deep learning-based techniques of dynamic resource optimization are shown to 

increase the levels of effectiveness, thereby offering a serious application potential in IoT resource management 

schemes. While Existing methods lack comprehensive integration of reinforcement learning with clustering 

algorithms for dynamic resource optimization. it is nonetheless that the issue of all real-time fault tolerance and 

scalability issues still has no solution in large-scale IoT deployments, i.e., deep learning approaches with these 

strategies are not yet fully practical for application. 

 

Several studies have explored resource management and allocation strategies in IoT networks using deep learning 

and optimization techniques. Jayaprakash et al. (2021) [8]  built an uplink NOMA-IoT connectivity resource 

allocation strategy that integrates DRL and SARSA-learning, demonstrating lower complexity and improved system 

throughput. Zhang (2021) [9]  introduced an end-edge-cloud orchestration architecture that optimally places deep 

neural network (DNN) models to enhance resource allocation and improve inference accuracy by 31.4%. Shuaib et 

al. (2023) [10]  proposed the “Dynamic Energy-Efficient Load Balancing (DEELB)” method, which significantly 

reduced bandwidth consumption, showcasing superior effectiveness in IoT environments. 

 

Other studies include Ahmed et al. (2022) [11], who applied a heuristic-based multi-objective firefly algorithm for 

the maximization of data transmission of 96% throughput, 95% energy efficiency, and 85% spectrum efficiency. 

Nilima et al. (2024) [12]  studied the requirements in terms of resources for the deployment of network management 
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protocol in IoT applications with limited resources, and Costa et al. (2024) [13]  proposed a hybrid topology 

following mesh and star mesh wireless sensor networks to increase efficiency in resource allocation. Periasamy et al. 

(2024) [14] proposed the ERAM-EE strategy with improved energy efficiency up to 18 Mbit/J for different IoT 

applications. Liu et al. (2025)  [15]  proposed an online delay-aware computation offloading strategy with up to 

62.9% decrease in task execution delay when compared to conventional strategies. 

 

While these studies present significant contributions to IoT resource management, research gaps remain in achieving 

real-time adaptive allocation with minimal computational overhead. Existing methods lack comprehensive 

integration of reinforcement learning with clustering techniques for dynamic resource optimization. Additionally, 

further exploration is required to enhance fault tolerance and scalability in large-scale IoT deployments, making 

deep learning-driven strategies more practical for real-world applications. 

 

III. RESEARCH METHODOLOGY  
Dataset Collection  

For this study a "Resource Management for Cost Optimization in IoT" data set from Kaggle [16] to develop an 

efficient deep learning-based resource allocation system. The data contains complete information on the usage of 

IoT resources, in terms of cost optimization, energy efficiency, and network quality. Based on the given set of data, 

the deep learning models can learn to accelerate the decision-making process towards optimal bandwidth sharing, 

and minimum latency, and system scalability. The study is to give more emphasis to the primary goals of the IoT 

networks, which are the application of smart resource management methods over dynamic resource management 

that will significantly improve the overall system efficiency. 

 

Data Preprocessing 

Data Cleaning  

The median and mean approximation method is employed to rectify data inadequacies by substituting data that is 

absent using the mean and median values, accordingly. The following provides full accounts of every strategy along 

with the corresponding equations:  

 

➢ Mean imputation: The method of missing data imputation entails replacing absent data with the arithmetic 

means of additional numbers across a space or specified rows or situations. This approach is easy to 

understand starting with the assumption that missing quantities could show up at random. 

𝑀𝑒𝑎𝑛 =  
∑ 𝒚𝒊

𝒎
𝒊=𝒊

𝒎
       (1) 

The total count of each non-absent integer in the row is represented by the parameter yi, and the aggregate of these 

values is measured by m. 

 

➢ Median Imputation: Statistical highlighting is an approach used to supplement data that is lacking by using 

the average of the remaining numbers in every row of an array of data or variables that are dependent. 

Contrasting with standard attribution, it is less susceptible to the influence of outliers and may be more 

suitable in some circumstances. 

𝑀𝑒𝑑𝑖𝑎𝑛 = 𝑀𝑒𝑑𝑖𝑎𝑛 ({𝒚𝟏, 𝒚𝟐, 𝒚𝟑, … … . , 𝒚𝒏})     (2) 

The set {y1, y2, y3,……, yn} includes all characteristics for each row, excluding any omitted attributes. 

 

Substitution of Missing Values 

An object containing any number of resources deficiencies incapable of fully satisfying this approach input 

conditions. The missing values must be filled. This research substitutes the missing data with the mean of the 

relevant statistic. A method is shown whereby the mean of the pertinent measure is used to replace the value that is 

lacking. Assume a metric mv and its observations {mv1, mv2, mv3,…, mv100}, with mv99 and mv100 being absent. 

The two missing data are supplemented employment:  

𝑚𝑣99 = 𝑚𝑣100 =
1

98
∑ 𝑚𝑣𝑖

98
𝑖=1     (3) 

Normalization 

This stage is crucial in data preprocessing that scales the extracted features in order to enhance the model training 

for SDP. This process also reduces such problems concerning different units and scales on features affecting the 

convergence of DL algorithms. Research standardizes data from experiments to facilitate testing and functioning, 

since most software measurements vary significantly in magnitude. The normalizing approach is used for optimal 

accuracy and rapid learning. This study uses the prevalent minimal-maximal normalization method to standardize 
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the data. By using this stage, the suggested method may successfully discover patterns using the data. The lowest 

and maximum values of an indicator y are denoted by min(y) and max(y), accordingly. 

𝑌′ =
𝑌−𝑌𝑚𝑖𝑛

𝑌𝑚𝑎𝑥−𝑌𝑚𝑖𝑛
       (4) 

Feature Selection 

In this study, “Principal Component Analysis (PCA)” is employed for feature extraction to optimize resource 

allocation in IoT networks. PCA is utilized in this study for feature extraction to optimize the utilization of resources 

in IoT networks. PCA compresses big IoT data into lower dimensions without compromising the most significant 

features. PCA eliminates redundancy and computational complexity by transforming correlated resource parameters 

like network traffic patterns, device energy, and communication latency into uncorrelated principal components. 

PCA simplifies the complexity of the deep learning model by eliminating irrelevant or noisy features, thereby 

improving prediction accuracy and decision-making in IoT dynamic environments. The integration of principal 

component analysis with deep learning comprises three steps: standardization, covariance matrix computation, and 

eigenvalue decomposition. 

 

➢ Standardization  

Standardization makes the mean of each feature equal to 0 and the standard deviation equal to 1, thus meaning that 

all of the features make equal contribution to the analysis regardless of the range that they came from. This step is 

important because, as we have already mentioned, PCA is sensitive to the scale of the features; the features that are 

measured on a large scale could dominate the results. The formula for standardization is: 

𝑈𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑖𝑧𝑒𝑑 =
𝑈−𝜎

𝜇
        (5) 

 

➢ Covariance matrix (CM) 

CM of the features is calculated to analyze the correlations of the features as well as the variance for each one. The 

covariance matrix gives the extent of association between the two variables, which is very essential for PCA. The 

formula for the covariance between two features Ui and Uj is: 

𝐶𝑜𝑣(𝑈𝑖 , 𝑈𝑗) =
1

𝑛−1
∑ (𝑈𝑖𝑘 − 𝑈𝑖)(𝑈𝑗𝑘 − 𝑈𝑗)𝑛

𝑘=1     (6) 

Here n be a set of findings, and 𝑈𝑖 and 𝑈𝑗 denote the means of Ui and Uj correspondingly. 

 

➢ Eigenvalue Decomposition  

It is performed on CM to extract the principle component. This entails identification of the eigenvalues as well as 

the respective eigenvectors. Eigenvalues are measures of the degree of spread or variance in each principal 

component while eigenvectors are a description of the orientation of each of these components  [17].  The 

decomposition is given by: 

𝐶𝑜𝑣(𝑈) = 𝑉Λ𝑉𝑇       (7) 

Denote V as the matrix representing the eigenvector, and Λ is the diagonal matrix. 

 

Allocating resources using K-Means Clustering   

In the proposed research, the user's preference for offloading computations for IoT user u i is defined as xi, where 

𝑥𝑖 = {𝑑𝑖 , 𝑃𝑟𝑖} is the feature vector that includes the user's distance from the gateway (di) and the probability of 

offloading calculations (Pri). In order to group Internet of Things (IoT) users into H clusters according to their 

priorities, we propose a priority-driven user clustering method that is based on the classic K-means algorithm and 

minimizes the “sum of squared errors (SSE)”. 
𝑚𝑖𝑛

𝐶ℎ, 𝑐ℎ
∑ ∑ ||𝑥𝑖 − 𝑐ℎ||2

2 
𝑥𝑖∈𝐶ℎ

𝐻
ℎ=1      (8) 

Let H represent the initial quantity of clusters, Ch denote cluster h, and xi represent the user interface's preference 

feature.  We find the cluster's centroid, ch, via as: 

𝑐ℎ =
1

|𝐶ℎ|
∑ 𝑥𝑖

 
𝑥𝑖∈𝐶ℎ

     (9) 

where |·| is the cardinality. 

If the chosen cluster number H’ is less than the actual cluster frequency H, the SSEs significantly decrease when the 

cluster number is increased by one.  Conversely, the SSE exhibits no significant alterations.  The optimal number of 

clusters is identified at the inflection point, referred to as the elbow.  The efficiency index of the elbow technique, 

namely the “Sum of Squared Errors (SSE)”, is defined as: 

𝑆𝑆𝐸 = ∑ ∑ (𝑥𝑖 , 𝑐ℎ)2 
 

𝐻′
ℎ=1 .    (10) 
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Deep learning model selection  

The gateway employs centralized user clustering to categorize IoT users into various groups according to their 

unique traits and priorities.  It is assumed that all IoT users inside each cluster possess equal priorities.  This section 

presents an efficient distributed computation offloading strategy for additional clusters, addressed by "Deep 

Reinforcement Learning (DRL)." Initially, the core ideas of reinforcement learning are introduced, succeeded by the 

development of a computational offloading scheme that conceptualizes the computation offloading procedure as a 

“Markov decision process (MDP)”. 

 

Reinforcement learning is a technique whereby agents continuously acquire optimal tactics through interaction with 

their environment, proving highly beneficial for flexible and adaptable allocation rules.  In this context, each IoT 

user is seen as an agent, while the remainder of the IoT network constitutes the environment. The traditional Q-

learning technique can identify the best strategy when the state-action space is limited, relying on a Q-table to hold 

Q-values and necessitating a lookup for each state inside the table.  A vast state–action space prolongs the 

convergence of the Q-table.  The reasoning suggests that it will be seldom visited, leading to rare updates of the 

corresponding Q-values for many states.  The DQN adheres to the principle of neural networks by updating its 

weight vector θ at each iteration to minimize the loss function, denoted as: 

𝐿𝑜𝑠𝑠(𝜃) = 𝐸 [(𝑄′(𝑠𝑘, 𝑎𝑘) − 𝑄𝑡𝑎𝑟𝑔𝑒𝑡(𝑠𝑘 , 𝑎𝑘; 𝜃))
2

]    (11) 

Where “Qtarget(sk, ak; θ)” represents the desired output Q values, and the present Q-value Q′(sk, ak) is the provided 

forecast. 

𝑄′(𝑠𝑘,𝑎𝑘) = 𝑅𝑒
𝑘 +

𝑚𝑖𝑛
𝑎𝜖𝒜

𝑄 (𝑠𝑘 , 𝑎 , 𝜃)   (12) 

where 𝑅𝑒
𝑘 is the corresponding negative reward. 

 

RM using Round Robin scheduling Algorithm  

It is a scheduling strategy wherein each resource is allocated a specific period of time and iteration [18]. The method 

primarily emphasizes time slots and period-sharing scheduling, implemented to guarantee equitable resource 

allocation inside each time slot.  If the RM activities are neither assigned nor completed within a certain timeframe, 

the allocation queue follows the arrival of additional resources, hence ensuring equitable scheduling [19].   

Typically, the subsequent procedures are implemented in our suggested system to calculate the resource 

management demands: 

1) Determine the primary resource and subsequently allocate assets only as time slots.  

2) Examine the remaining resource requests.  When a resource request is available in a single time slot while 

another request is being fulfilled, the newly arrived resources are placed on a waiting list as a prepared 

queue.  

3) Upon the expiration of the time window, verify for any additional resource requests in the queue.  If the 

current RM procedure remains incomplete, append the existing request to the end of the queue.  

4) Retrieve the first application from the waiting prepared line and commence allocation according to the 

established rules. 

5) Steps (2) through (4) may be reiterated.  

6) If the resource request is completed and no requests are pending in the queue, then the assignment of work 

is concluded. 

 

Evaluation Metrics 

Evaluation metrics, which are including RMSE, precision, recall, and accuracy, are applied to make precise assess 

the proposed system. 

Accuracy = 
𝑇𝑁+𝑇𝑃

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
        (13) 

Precision = 
𝑁𝐴

𝑁𝐴+𝐹𝑃
        (14) 

Recall = 
𝑁𝐴

𝐹𝑁+𝑁𝐴
        (15) 

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = (
𝑇𝑖𝑚𝑒 𝑓𝑜𝑟 𝑡𝑖𝑚𝑒 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛 (𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙)

𝑇𝑖𝑚𝑒 𝑓𝑜𝑟 𝑡𝑎𝑠𝑘 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛 (𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑 𝑠𝑦𝑠𝑡𝑒𝑚)
) × 100  (16) 

𝑅𝑀𝑆𝐸 = √∑
(𝑦𝑖−𝑦)2

𝑛

𝑛
𝑖=1     (17) 
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IV. EXPERIMENTAL RESULTS   
4.1 K-Means Clustering Results 

The table 1 shows the most common values of the main effectiveness parameters for three clusters after the 

application of K-Means clustering analysis. For instance, Cluster 0 has the least distance to the gateway (33.10) and 

0.43 offloading probability which increases network latency to 36.61 ms (also 81.02 W power consumption of the 

device). However, Cluster 1 is at a distance of 46.65 m. It has the highest offloading probability (0.61), but despite 

that (14.72 ms) the latency is very low. Thus, their power consumption is also quite high (86.26 W). On the other 

hand, Cluster 2 is known by the large distance from the gateway node which is 80.44 and moderate offloading 

probability (0.55). The network latency is 33.33 ms very and the device power consumption is 72.86 W the lowest 

among all. The variations can be seen as the trade-off between proximity, efficiency, and power consumption among 

the clusters in general. 

Table 1: Cluster-wise Average Metrics for Network Performance and Resource Allocation 

Cluster Distance to 

Gateway 

Offloading 

Probability 

Network 

Latency 

Device Power 

Consumption 

0 33.10 0.43 36.61 81.02 

1 46.65 0.61 14.72 86.26 

2 80.44 0.55 33.33 72.86 

 

 
Figure 2: Elbow method for optimal K selection  

 

The above figure 2 shows the Elbow Method for finding the best number of clusters (K) in a clustering algorithm, 

say K-Means. The x-axis represents the Number of Clusters (K), and the y-axis represents the Sum of Squared 

Errors (SSE), which in turn represents the compactness of the clusters. The SSE values decrease as the number of 

clusters initially increases to the maximum, i.e., the clustering is the best. However, beyond certain values (for K = 3 

or 4) the decline of SSE is gradual, resulting in an "elbow" sign. The elbow point defines the optimal value of K 

since clustering the redundant clusters after this point requires more efforts and results in not proportionate 

improvements. 

  
 (a) (b) 

Figure 3: (a) Optimal cluster number by SC and (b) Comparison of average cost over time slots for different frequencies 
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The figure 3 illustrates the Silhouette Coefficient (SC) method of determining the optimal number of clusters (h). 

The x-axis is the number of clusters, and the y-axis is the silhouette coefficient, a quality measure of clustering. The 

h = 4 peak shows that 4 clusters have the optimal clustering structure before the coefficient starts to decrease. The 

second graph shows the variation of Average Cost with different Time Slots (k) for two frequencies (D = 20GHz 

and D = 4GHz). The red squares (D = 4GHz) are always higher than the blue triangles (D = 20GHz), indicating that 

a higher frequency results in a lower average cost over time. 

 

4.2 Performance Analysis of DRL model 

The extremely low RMSE (0.029) and MAE (0.017) inform us that the predictions of the model are extremely 

accurate since they are extremely close to real values. The MSE (0.00084) also verifies the low error accumulation 

of the model, thereby providing extremely accurate resource allocation. Near perfect R² of 0.996 informs us that the 

model almost possesses a capability to explain all variability in the data, thereby being an extremely good. 

 
Figure 4: DRL model evaluation for various metrics 

 
Table 2: DRL Model Performance Metrics and Error metrics 

 

 

 

 

 

 

The DRL model had a 98.7% precision, which shows high learning and generalization across different resource 

distribution scenarios. A 98.5% precision examines the low false positive rate, limiting the possible misallocations 

to an absolute minimum. A 98.9% recall shows that hardly any instances would have been overlooked on this task, 

which would reduce task failure to a minimum. Finally, a low RMSE of 0.032 tells us about a negligible error in the 

predictive capability of the model, hence, making it more trustworthy for real-time application. 

 
Figure 5: Assessment of actual and expected throughput distribution values 
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Figure 5 illustrates the precision of the mean metrics for user throughput in the designated area, derived from the 

iterative DRL approach.  The figure illustrates that the actual and projected throughput figures swiftly converge at 

0.015 after 20 repetitions.  Consequently, the actual values roughly correspond with the anticipated values.  The 

network may be incapable of excessive adaptation to the training data. 

 

The table 3 gives the conventional RM approach and the RR algorithm that is proposed to be used to effectively 

perform. The average response time has been surpassed by a significant amount, reducing from 120.5 ms to 85.3 ms, 

which indicates that the task is carried out faster by 29.2%. It has been increased from 45.2 to 62.8 tasks per second, 

indicating that the efficiency of the system has improved by 39%. Further, resource usage has reached from 78.6% 

to 91.4% that maximizes the infrastructure underpinning resources. Additionally, the rate of completing the task has 

progressed from 83.2% to 97.1%, which is a proof of the efficiency of the RR algorithm in optimizing resource 

utilization and carrying out the system at a higher level. 

 
Table 3: Performance comparison of the traditional method and Round Robin algorithm for resource management 

Metric Traditional Method [20]  Proposed Round Robin Algorithm 

Average Response Time (ms) 120.5 85.3 

Throughput (tasks/sec) 45.2 62.8 

Resource Utilization (%) 78.6 91.4 

Task Completion Rate (%) 83.2 97.1 

 

V. CONCLUSION  
The proposed DL-based resource management mechanism guarantees an exponential boost in IoT network 

performance through optimal resource allocation, minimum latency, and enhanced overall efficiency. Using PCA to 

carry out feature extraction, K-Means Clustering for the device grouping process, and DRL for adaptive decision-

making guarantees smart and dynamic resource allocation. Application of the RR algorithm also guarantees 

enhancement in the area of fairness while granting resources, hence delivering higher throughput as well as reduced 

response time. Comparative assessment confirms that the technique outshines traditional techniques, with 98.7% 

accuracy, 98.5% precision, 98.9% recall, and an RMSE of 0.029. The approach also decreases response time by 

29.2%, boosts throughput by 39%, and improves resource utilization by 16.2%. The findings indicate the potential 

of AI-based approaches to improve scalable and adaptive IoT network solutions for real-time applications. 
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